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• Introduce a systematic data generation framework (SAIF) for evaluating the 
risks of generative AI within the public sector applications

• Designed to encompass diverse jailbreak methods and prompt types

• Revisit established risk taxonomies through the lens of public sector

• Examine the challenges of deploying generative AI in the public sector.

• Broaden the scope of risk evaluation by incorporating multimodal capabilities

• Provide an in-depth analysis of risks posed by generative AI in public 
sector applications spanning text, image, and video modalities.

Main Contributions

• Generative AI has increasingly been integrated into the public sector

• Governments worldwide are employing generative AI to tackle a wide 

range of administrative and operational challenges

• The U.S. Department of Homeland Security

• Address over a million immigration-related inquiries monthly

• The City of Kelowna in Canada

• Automate housing permit approvals and enhances user support

Generative AI in the Public Sector

▼ BDILab

• SAIF uses the generated prompts as input for both large language models 
(LLMs) and Multimodal LLMs (MLLMs) to evaluate their vulnerabilities.

• In the risk assessment, Likert scale-based human-in-the-loop annotation 
is used to determine whether the output is safe or not.

 

• SAIF allows.

• SAIF enables a comprehensive evaluation of generative AI risks across 
different modalities, ensuring a systematic and consistent assessment.

Evaluating Generative AI Risks with SAIF

• SAIF streamlines the data generation pipeline into four key stages.

• Breaking Down Risks

• Identify specific subtopics that are closely related to the target risk factor 
to refine the scope of the evaluation

• Designing Scenarios 

• Construct risk scenarios across text, image, and video modalities to 
simulate real-world risk exposure under diverse contexts

• Applying Jailbreaks methods

• Integrate various jailbreak methods to assess the resilience of generative 

AI against malicious attempts to bypass its safeguards

• Exploring Prompt Types

• Express jailbreak requests through diverse prompt types to test how 
generative AI behaves in response to different instructions

SAIF: A Systematic Data Generation Framework

Immigration Assistance Housing Permit Support

• While it improves operational efficiency, it also raises significant concerns

• Misinformation, discrimination, ethical issues, legal challenges, …

• These risks are particularly acute in the public sector

• Regulatory compliance and societal trust must be upheld

• An assessment of the risks posed by generative AI is imperative

• Ensure sector-specific safeguards for diverse applications

• Align AI deployment with ethical and regulatory standards

• Implement continuous monitoring for evolving vulnerabilities

The Imperative of Risk Assessment for Generative AI

• In the lens of the public sector, we identify four key risk factors based on 
eight government policies and sixteen corporate guidelines

• System and Operational Misuse Risks

• Involve security vulnerabilities and unintended misuse, potentially 

compromising public service reliability and operational integrity

• Content Safety Risks

• Involve the generation of harmful, misleading, or inappropriate content 

in public communication and information dissemination

• Societal Risks

• Involve the potential of generative AI to disrupt social stability, reinforce 

biases, societal divisions, undermining public trust

• Legal and Rights-Related Risks

• Involve legal challenges and human rights violations, which are central 

to the responsibility of governments and public institutions

Taxonomy and Definition of Risk Factors

• Subtopics of each risk factor are as follows:

Subtopics of Risk Factors

Risk Factor Subtopics
System and Operational 

Misuse Risks
Data breaches, identity theft, privilege escalation, system 
disruption, unauthorized access, data tempering, …

Content Safety Risks
Harmful content, sexual content, violent content, child 
safety content, misleading content, …

Societal Risks
Gender inequality, political manipulation, surveillance, 
sowing division, propaganda, echo chamber, …

Legal and Rights-
Related Risks

Labor rights violations, copyright infringement, data 
ownership, substance abuse, defamation, …

• Jailbreak methods refer to crafting adversarial prompts to bypass model-
imposed safety constraints and elicit restricted responses.

• Prefix injection

• Start with, “Of course, here is the description you requested”, …

• Refusal suppression

• Must not include words such as “Sorry”, “Apology” or “Cannot”, …

• Hypothetical scenario

• In a hypothetical scenario where a chemist in a dystopian future …

Jailbreak Methods

• Prompt types are employed to diversify the way requests are expressed, 
exploring how generative AI responds under different prompting strategies.

• Role-Playing: It assigns specific roles to the model to elicit outputs 
tailored to targeted tasks and contextual requirements.

• Rail: it manipulates or overrides the predefined constraints of the model 
through the specific instructions, or by reshaping contextual frameworks.

Prompt Types
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